
Deepfake, kombinasi dari "deep learning" dan
"fake" (palsu), telah berkembang dari teknologi
yang menarik menjadi ancaman nyata bagi
keamanan digital. Teknologi ini menggunakan
kecerdasan buatan (AI) untuk membuat video,
audio, atau gambar palsu yang tampak sangat
autentik, seringkali menampilkan seseorang
melakukan atau mengatakan sesuatu yang tidak
pernah terjadi.

Deepfake: Senjata Digital Baru dalam
Dunia Kejahatan

Scammers berhasil membuat transfer senilai $25 juta USD
setelah mengadakan panggilan video dengan beberapa
orang yang semuanya adalah deepfake. Kasus ini dilaporkan
oleh South China Morning Post dan menjadi peringatan
serius bagi perusahaan global.
Sumber: South China Morning Post. (2024, Februari 4).
Hong Kong worker pays out $25 million after video call with
deepfake 'chief financial officer'. Diakses dari SCMP.

2. Disinformasi Politik dan Manipulasi Publik
Deepfake berpotensi merusak proses demokrasi. Contoh
terkenal adalah video deepfake Presiden Volodymyr
Zelenskyy dari Ukraina yang beredar pada Maret 2022.
Video palsu tersebut menampilkan Zelenskyy menyuruh
pasukannya untuk menyerah kepada Rusia. Video ini sempat
disiarkan di sebuah website berita Ukraina yang diretas.
Reuters segera menerbitkan verifikasi fakta yang
membongkar penipuan ini, tetapi insiden tersebut
menunjukkan potensi deepfake untuk memicu
ketidakstabilan selama konflik.
Sumber: Reuters Fact Check. (2022, Maret 16). Video of
Ukrainian President Volodymyr Zelenskyy urging Ukrainians
to 'lay down arms' is fake. Diakses dari Reuters.

3. Penipuan Suara CEO untuk Kriminalitas Finansial
Suara CEO dapat direplikasi untuk kejahatan finansial skala
besar. Pada 2019, The Wall Street Journal melaporkan
sebuah kasus di mana CEO perusahaan energi Inggris, yang
merupakan bagian dari grup Austria, ditipu. Seorang penipu
menggunakan teknologi AI untuk meniru suara CEO dan
memerintahkan transfer mendesak sebesar €220,000
(sekitar $243,000). Korban yakin ia sedang berbicara
dengan bosnya karena pengenalan aksen Jerman yang
sempurna.
Sumber: Wall Street Journal. (2019, Agustus 30). Fraudsters
Used AI to Mimic CEO's Voice in Unusual Cybercrime Case.
Diakses dari WSJ.

Bagaimana Deepfake Bekerja?
Teknologi deepfake menggunakan algoritma
machine learning yang disebut Generative
Adversarial Networks (GANs). Sistem ini terdiri dari
dua jaringan saraf yang bersaing: satu
menciptakan pemalsuan, sementara yang lain
mencoba mendeteksi keasliannya. Proses ini
berulang hingga hasilnya hampir tidak dapat
dibedakan dari aslinya.
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Ancaman Kejahatan Deepfake

1. Pemerasan dan Penipuan Perusahaan
Deepfake digunakan untuk memeras individu dan
perusahaan dengan rekayasa sosial canggih.
Contoh nyata terjadi pada Februari 2024, di mana
seorang karyawan perusahaan di Hong Kong ditipu
melalui video call deepfake yang menampilkan
kolega-koleganya. 



4. Eksploitasi dan Pelecehan Non-Konsensual
(Pornografi Balas Dendam)
Ancaman paling personal dan merusak dari deepfake
adalah penggunaannya untuk membuat konten
pornografi non-konsensual. Laporan dari Sensity AI
(sebelumnya Deeptrace) pada 2019 menemukan bahwa
96% dari semua video deepfake yang terdeteksi online
adalah konten pornografi, dan hampir 100%
menargetkan perempuan. Kasus ini bukan lagi teori;
selebritas dan perempuan biasa menjadi korban,
menyebabkan trauma psikologis yang parah.
Sumber: Sensity AI. (2019). The State of Deepfakes: 2019
Report. Diakses dari Sensity.

5. Kasus Deepfake di Indonesia: Ancaman yang
Semakin Nyata
Ancaman deepfake sudah masuk ke Indonesia dan
ditangani secara serius oleh aparat. Pada awal 2024,
Kepala Badan Reserse Kriminal Polri, Komjen Wahyu
Widada, secara resmi memperingatkan publik tentang
modus penipuan terbaru menggunakan teknologi
deepfake dan AI. Polisi menyebutkan adanya upaya
penipuan dengan memanfaatkan wajah dan suara yang
dipalsukan untuk meminta transfer dana.
Sumber: Kompas.com. (2024, Januari 31). Polri Ungkap
Modus Penipuan Terbaru Pakai Teknologi Deepfake dan
AI. Diakses dari Kompas.
Selain itu, Kementerian Komunikasi dan Informatika
(Kominfo) juga aktif mengedukasi masyarakat. Dirjen
Aplikasi Informatika Kominfo, Semuel A. Pangerapan,
menekankan bahwa manipulasi konten digital seperti
deepfake dapat memengaruhi persepsi publik dan
merusak demokrasi, mendorong pentingnya literasi
digital.
Sumber: Antara News. (2023, November 15). Kominfo
ingatkan masyarakat waspadai konten "deepfake".
Diakses dari Antara News.

Cara Melindungi Diri dari Deepfake
Deteksi dan Pencegahan:

Waspada terhadap Ketidaksempurnaan: Perhatikan
detail seperti sinkronisasi bibir yang tidak tepat,
cahaya yang tidak konsisten, atau kilauan mata yang
tidak wajar.
Verifikasi Sumber dan Saluran Resmi: Jangan
percaya konten mengejutkan dari satu sumber saja.
Cari konfirmasi dari saluran resmi (website resmi,
akun media sosial terverifikasi) pihak yang
bersangkutan.
Gunakan Tools Deteksi: Platform seperti Microsoft
Video Authenticator atau proyek Deepfake
Detection Challenge dari Facebook (Meta)
mengembangkan alat bantu. Namun, teknologinya
terus berkejar-kejaran.
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Edukasi dan Literasi Digital: Pahami bahwa teknologi ini
ada dan bisa sangat meyakinkan. Sikap skeptis yang
sehat sangat diperlukan.
Protokol Keamanan Perusahaan: Untuk transaksi
finansial atau perintah penting, buatlah prosedur
verifikasi berlapis (multi-factor authentication) yang
tidak hanya mengandalkan suara atau video call.

Regulasi dan Tantangan Hukum yang Tertinggal
Artikel dari Marinews Mahkamah Agung (Afif, 2024)
memberikan analisis filosofis dan hukum yang mendalam,
menggarisbawahi bahwa kejahatan deepfake bukan sekadar
masalah teknis, melainkan tantangan normatif yang
kompleks yang menuntut pendekatan hukum baru.

Hukum yang Manusia-Sentris vs. Realitas Materi-Sentris:
Artikel ini mengutip Daniela Gandorfer (2022) yang
menyoroti ketidakselarasan mendasar. Hukum
konvensional dibangun dengan asumsi antropo-sentris
(berpusat pada manusia), sedangkan era kecerdasan
buatan dan deepfake telah menciptakan realitas materi-
sentris (berpusat pada benda/algoritma). Celah inilah
yang dimanfaatkan oleh kejahatan siber transnasional.
Kesenjangan Transnasional dan Kecepatan Teknologi:
Deepfake, seperti blockchain dan AI, beroperasi dalam
"celah-celah transnasional" yang sulit dijangkau oleh
kerangka hukum nasional yang kaku. Sementara
investasi global untuk AI generatif melonjak (22,4 miliar
dolar AS pada 2023), hukum selalu "tertatih-tatih untuk
mengejar" perkembangan teknologi yang jauh lebih
cepat.
Tantangan Khusus di Indonesia: Artikel tersebut secara
tegas menyatakan, "Indonesia secara khusus belum
memiliki payung hukum untuk berhadapan dengan
deepfake atau derivat dari fenomena semacam ini."
Meski UU ITE dapat digunakan, belum ada regulasi
spesifik yang mengatur deteksi, akuntabilitas platform,
dan penanganan konten deepfake, berbeda dengan Uni
Eropa yang telah menerapkan Artificial Intelligence Act
dan Digital Service Act (DSA), atau Singapura dengan
Protection from Online Falsehoods and Manipulation
Act (POFMA).
Dampak yang Hiper-Real: Mengacu pada pemikiran
Baudrillard, artikel ini menjelaskan bahwa deepfake
menciptakan "hiper-realitas" — sebuah simulasi tanpa
acuan asli yang konsekuensinya sangat nyata.
Reproduksi non-konsensual ini dicap sebagai tindakan
yang "mencerabut kendali seseorang atas dirinya"
(mengutip Adrianne de Ruiter, 2021), merusak otonomi
dan hakikat kemanusiaan korban.

https://kompas.com/


Jalan ke Depan: Artikel menegaskan bahwa
solusinya bukan hanya mempercepat pembuatan
undang-undang. Dibutuhkan "keberanian imajinatif"
untuk merumuskan ulang kerangka hukum yang
adaptif, mampu berdialog dengan dunia digital, dan
berfungsi sebagai sistem yang tumbuh bersama
inovasi, bukan hanya sebagai instrumen reaktif.

Kesimpulan
Deepfake merepresentasikan paradoks teknologi
modern: di satu sisi menawarkan potensi kreatif untuk
hibran dan seni, di sisi lain menjadi alat yang sangat
berbahaya dalam tangan yang salah untuk penipuan,
pemerasan, dan disinformasi. Ancamannya nyata dan
sudah terjadi di skala global, termasuk di Indonesia.
Keamanan digital kita di masa depan bergantung pada
tiga pilar: teknologi deteksi yang terus ditingkatkan,
kerangka hukum yang adaptif dan dapat ditegakkan,
serta yang paling penting, literasi dan kewaspadaan
digital masyarakat. Dalam era di mana "melihat belum
tentu percaya", kemampuan untuk bersikap kritis dan
melakukan verifikasi mandiri menjadi pertahanan
pertama dan terpenting.
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